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Some bounds on the coupon collector problem
with universal coupon

Jelena Jocković and Bojana Todić

Abstract

We consider a generalization of the coupon collector problem with
unequal probabilities, such that there are two additional coupons in the
coupon set: one that speeds up the coupon collection process, and the
one that slows it down. We derive some upper and lower bounds on the
distribution function of the waiting time until a subcollection or a full
collection of coupons is sampled.

1 Introduction

The coupon collector problem (CCP), despite its simple formulation, still at-
tracts considerable interest in the research community, either to modify and
generalize the formulation of the problem itself or extend the results for exist-
ing versions of the problem.

The basic CCP (collecting coupons of n different types until a subcol-
lection, or a complete collection of coupons is sampled) can be modified or
generalized in several ways. Some generalizations are obtained by changing
the goal of the collection process (for example, obtaining multiple copies of
the original collection, collecting all pairs of the elements, etc.). Another set
of generalizations is obtained by introducing additional coupons with special
purposes (null coupon in [1],[2], bonus coupon in [7]).

Key Words: coupon collector problem, waiting time, universal coupon, Schur-convexity,
bounds.
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It is well known that the CCP has several applications in engineering
(see, for example, [3]). In particular, the CCP with unequal probabilities
has recently been used in biology, to model parasitism (explained in [9]),
and in telecommunications, to solve Internet security problems (analyzed in
[1],[2],[8]).

In the case of CCP with unequal probabilities (and any of its generaliza-
tions), computing quantities such as the expected waiting time until the end of
the experiment becomes computationally intensive, and requires some sort of
approximation. The determination of lower and upper bounds for quantities
related to CCP is motivated by various technical applications, and has been
addressed in several papers (see [1],[2],[8],[6],[5]). Although the contexts and
formulations of these results vary widely, all authors prove that the comple-
mentary cumulative distribution function (ccdf) of the waiting time and the
expected waiting time to complete the collection process are Schur-concave
(Schur-convex, depending on the definition used) functions of the sampling
probability, and conclude that the corresponding lowest bounds (or minimum
values) are obtained when all coupons have the same drawing probability.

The goal of this work is to provide different versions of the lower and
upper bounds on the waiting time to the end of the experiment when CCP is
generalized by adding two types of additional coupons with special purposes,
which, to the best of our knowledge, has not been considered yet.

The version of CCP we consider is the following: We assume that the set
of coupons, in addition to the elements from Nn = {1, 2, . . . , n}, consists of
a null coupon (which is not part of collection) and, in addition, a universal
coupon (so called, joker), an element that can substitute for any element from
the set Nn (one at a time). We assume sampling with replacement, that
the coupon k ∈ Nn is drawn with probability pk, that the joker is drawn
with probability pJ and that the null coupon is drawn with probability pN
(pN , pJ < 1,

∑n
k=1 pk + pN + pJ = 1). The quantity of interest is the waiting

time Wn,c until a subcollection of c, 1 ≤ c ≤ n, different coupons from Nn is
sampled, where some or all elements can be replaced by jokers.

The paper is organized as follows: In Section 2 we compute the ccdf of Wn,c

and the consequences of this result. In Section 3 we obtain several versions
of bounds on the ccdf of Wn,c. In Section 4 we illustrate the behavior of the
proposed bounds with numerical examples. Conclusions are given in Section
5.

2 Distributional properties of Wn,c

The version of the CCP we consider is the direct generalization of the CCP
with null coupon, considered in [1]. We will refer to some of these results,
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precisely, to Theorem 1 (page 409), which we formulate as a lemma. With

W
(N)
n,c we denote the corresponding waiting time until a subcollection of c,

1 ≤ c ≤ n, different coupons from Nn is sampled. In the rest of the text we
will use the notation: PK =

∑
k∈K pk.

Lemma 1 (Anceaume et al. [1]). For every n ≥ 1 and 1 ≤ c ≤ n, we have
for every t ≥ 0,

P{W (N)
n,c > t} =

c−1∑
k=0

(−1)c−1−k
(
n− k − 1

n− c

) ∑
K⊂Nn,
|K|=k

(PK + pN )
t
. (1)

The ccdf, first moment and second moment of Wn,c are determined in the
following theorem.

Theorem 1. For the waiting time Wn,c the following relations hold:
1.

P{Wn,c > t} =

c−1∑
i=0

(
t

i

)
pJ

i
c−i−1∑
k=0

(−1)c−i−k−1
(
n− k − 1

n− c+ i

) ∑
K⊂Nn,
|K|=k

(PK + pN )
t−i

,

(2)
for t ≥ 0,
2.

E(Wn,c) =

c−1∑
i=0

piJ

c−i−1∑
k=0

(−1)c−i−k−1
(
n− k − 1

n− c+ i

) ∑
K⊂Nn,
|K|=k

1

(1− PK − pN )
i+1

,

(3)
3.

E(W 2
n,c) =

c−1∑
i=0

piJ

c−i−1∑
k=0

(−1)c−i−k−1
(
n− k − 1

n− c+ i

) ∑
K⊂Nn,
|K|=k

2i+ 1 + PK + pN

(1− PK − pN )
i+2

.

(4)

Proof. 1. The waiting time Wn,c can be written as:

Wn,c = min{t ∈ N|Yt + Zt = c}, n ∈ N, 1 ≤ c ≤ n,

where Yt and Zt are number of standard coupons and number of jokers, re-
spectively, sampled by the time t.
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The statement (2) follows from the following relations:

P{Wn,c > t} = P{Yt + Zt ≤ c− 1} (5)

=

c−1∑
i=0

P{Zt = i}P{Yt + Zt ≤ c− 1|Zt = i}

=

c−1∑
i=0

P{Zt = i}P{Yt−i ≤ c− 1− i|Zt−i = 0}

=

c−1∑
i=0

P{Zt = i}P{Yt−i ≤ c− 1− i, Zt−i = 0}
P{Zt−i = 0}

=

c−1∑
i=0

P{Zt = i}
P
{
W

(N)
n,c−i > t− i

}
P{Zt−i = 0}

=

c−1∑
i=0

(
t

i

)
pJ

i(1− pJ)t−i
c−i−1∑
k=0

(−1)c−i−1−k
(
n− k − 1

n− c+ i

) ∑
K⊂Nn,
|K|=k

(
PK + pN

1− pJ

)t−i

,

where the last line follows from Lemma 1.
2. The statement (3) follows from the following relation:

E(Wn,c) =

+∞∑
t=0

P{Wn,c > t} (6)

=

c−1∑
i=0

pJ
i
c−i−1∑
k=0

(−1)c−i−k−1
(
n− k − 1

n− c+ i

) ∑
K⊂Nn,
|K|=k

+∞∑
t=i

(
t

i

)
(PK + pN )

t−i
.

and from the equality:

+∞∑
t=i

(
t

i

)
at−i =

1

(1− a)i+1
, |a| < 1. (7)

3. We have

E(Wn,c
2) =

+∞∑
t=0

P{Wn,c > t}+ 2

+∞∑
t=0

tP{Wn,c > t}. (8)

The statement (4) is a consequence of (8) and the relation:

+∞∑
t=i

t

(
t

i

)
at−i =

i

(1− a)i+1
+

a(i+ 1)

(1− a)i+2
=

i+ a

(1− a)i+2
, |a| < 1. (9)
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Remark 1. As we have P{Wn,c ≥ c} = 1, Theorem 1 leads to the following
combinatorial identities:

P{Wn,c > t}=

c−1∑
i=0

(
t

i

)
pJ

i
c−i−1∑
k=0

(−1)c−i−k−1
(
n− k − 1

n− c+ i

) ∑
K⊂Nn,
|K|=k

(PK + pN)
t−i

=1,

(10)
that hold for any n ∈ N, 1 ≤ c ≤ n, 0 ≤ t ≤ c − 1, 0 ≤ pN , pJ < 1,
0 ≤ p1, . . . , pn ≤ 1 and

∑n
k=1 pk + pN + pJ = 1.

3 Bounds on the ccdf of Wn,c

In [8], the author considers the CCP with unequal probabilities, and proposes
two sets of upper and lower bounds on the ccdf of the waiting time until the
full set of coupons is collected. The first set of bounds is obtained by direct
combinatorial reasoning, and the other is derived by majorization theory. Nu-
merical experiments have shown that the first set of bounds is tighter in most
cases and is also useful for obtaining asymptotic results.

We have focused on the refinement of the bounds obtained using the ma-
jorization theory. Since the paper [8] was the basis for this work, we adopt
most of the definitions and notations from there. For completeness, we include
them in this paper.

Definition 1. Let (p(1), p(2), . . . , p(n)) denote the coordinates of the vector
p = (p1, . . . , pn) ordered in ascending order. Vector p = (p1, . . . , pn) is said
to majorize vector q = (q1, . . . , qn) (in notation, q ≺ p) if

k∑
i=1

q(i) ≤
k∑

i=1

p(i), k = 1, 2, . . . , n− 1, and

n∑
i=1

q(i) =

n∑
i=1

p(i). (11)

Definition 2. A real valued function f defined on Rn is said to be Schur-
convex (concave) if

q ≺ p→ f(q) ≤ (≥)f(p).

We will also need the next lemma.

Lemma 2. [Marshall and Olkin [4]]. A function f defined on Rn is Schur-
convex (concave) iff f is symmetric and f(λq, (1 − λ)q, p3, . . . , pn) is a non-
decreasing (non-increasing) function of λ for λ ∈ (0, 1/2].
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In the rest of the text, we will denote Wn,c(p) to indicate that the waiting
time corresponds to the particular sampling probability vector p. We will use
analogous notation for the first and second moments of Wn,c, where required.

Lemma 3. The ccdf (2) is Schur-concave function of the sampling probability
(p1, . . . , pn).

Proof. The function (2) is symmetric, and we will apply Lemma 2. Let

h(p, t) =
∑

K⊂Nn\{1,2},
|K|=k

(p+ PK + pN )
t−i

. (12)

We have

P{Wn,c > t} =

c−2∑
i=0

(
t

i

)
pJ

i
c−i−2∑
k=0

(−1)c−i−k
(
n− k − 2

n− c+ i

)
h(p1, t)

+

c−2∑
i=0

(
t

i

)
pJ

i
c−i−2∑
k=0

(−1)c−i−k
(
n− k − 2

n− c+ i

)
h(p2, t)

+

c−3∑
i=0

(
t

i

)
pJ

i
c−i−3∑
k=0

(−1)c−i−k−1
(
n− k − 3

n− c+ i

)
h(p1 + p2, t)

+ D,

where the term D does not depend on p1, or p2.
Let f(λ) = P{Wn,c(p

∗) > t}, p∗ = (λq, (1− λ)q, p3, . . . , pn), and λ ∈ (0, 1/2].

∂f(λ)

∂λ
=q

c−2∑
i=0

(t− i)
(
t

i

)
pJ

i
c−i−2∑
k=0

(−1)c−i−k
(
n− k − 2

n− c+ i

)
h(λq, t− 1)

−q
c−2∑
i=0

(t− i)
(
t

i

)
pJ

i
c−i−2∑
k=0

(−1)c−i−k
(
n− k − 2

n− c+ i

)
h((1− λ)q, t− 1) (13)

=qt

c−2∑
i=0

(
t−1

i

)
pJ

i
c−i−2∑
k=0

(−1)c−i−k
(
n− k − 2

n− c+ i

)
(h(λq, t−1)− h((1−λ)q, t−1)) .

For t ≥ 1, we consider the function:

l(a) =

c−2∑
i=0

(
t− 1

i

)
pJ

i
c−i−2∑
k=0

(−1)c−i−k
(
n− k − 2

n− c+ i

)
h(a, t− 1). (14)

We define W
(a+pN )
n−2,c as the waiting time until a subcollection of size c is sam-

pled, in case when the null coupon is sampled with probability a+pN (instead
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of pN ), and the set of standard coupons is Nn \ {1, 2} = {3, . . . , n} (instead of
Nn).
For t ≥ 2, we have:

∂l(a)

∂a
=

c−2∑
i=0

(t− i− 1)

(
t− 1

i

)
pJ

i
c−i−2∑
k=0

(−1)c−i−k
(
n− k − 2

n− c+ i

)
h(a, t− 2)

= (t− 1)

c−2∑
i=0

(
t− 2

i

)
pJ

i
c−i−2∑
k=0

(−1)c−i−k
(
n− k − 2

n− c+ i

)
h(a, t− 2)

= (t− 1)

c−2∑
i=0

(
t− 2

i

)
pJ

i
c−i−2∑
k=0

(−1)c−i−k
(

n− k − 3

n− c+ i− 1

)
h(a, t− 2)

+(t− 1)

c−3∑
i=0

(
t− 2

i

)
pJ

i
c−i−3∑
k=0

(−1)c−i−k
(
n− k − 3

n− c+ i

)
h(a, t− 2)

= (t− 1)
(
P{W (a+pN )

n−2,c−1 > t− 2} − P{W (a+pN )
n−2,c−2 > t− 2}

)
≥ 0. (15)

Therefore, l(a) is an increasing function of a, and we obtain

∂f(λ)

∂λ
= qt(l(λq)− l((1− λ)q)) ≤ 0, (16)

which completes the proof of the Lemma.

Next, we prove another lemma that we will need later.

Lemma 4. The ccdf (2) is an increasing function of (any) sampling probabil-
ity.

Proof. The ccdf (2) is symmetric on p1, p2, . . . , pn, therefore it is enough to
prove that it is increasing function of p1.
Let

q(p, t) =
∑

K⊂Nn\{1},
|K|=k

(p+ PK + pN )
t−i

. (17)

We have

P{Wn,c > t} = r(p1) =

c−2∑
i=0

(
t

i

)
pJ

i
c−i−2∑
k=0

(−1)c−i−k
(
n− k − 2

n− c+ i

)
q(p1, t) + C,

(18)
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where the term C does not depend on p1.
For t ≥ 1 we obtain:

∂r(p1)

∂p1
=

c−2∑
i=0

(t− i)
(
t

i

)
pJ

i
c−i−2∑
k=0

(−1)c−i−k
(
n− k − 2

n− c+ i

)
q(p1, t− 1)

= t

c−2∑
i=0

(
t− 1

i

)
pJ

i
c−i−2∑
k=0

(−1)c−i−k
(
n− k − 2

n− c+ i

)
q(p1, t− 1). (19)

We define W
(a+pN )
n−1,c as the waiting time until a subcollection of size c is sam-

pled, in case when the null coupon is sampled with probability a+pN (instead
of pN ), and the set of standard coupons is Nn \ {1} = {2, . . . , n} (instead of
Nn). Now we have:

∂r(p1)

∂p1
= tP{W (p1+pN )

n−1,c−1 > t− 1} ≥ 0,

which completes the proof of the Lemma.

From now on, we assume that the probability vector p = (p1, p2, . . . , pn)
is already in ascending order.

Next, we define the following vectors:

p(s,1) =

p1, . . . , ps,
n∑

k=s+1

pk
n− s

, . . . ,

n∑
k=s+1

pk
n− s︸ ︷︷ ︸

n−s

 , s ∈ {1, . . . , n− 1},

p(0,1) = (pave, . . . , pave︸ ︷︷ ︸
n

), pave =
1

n

n∑
k=1

pk,

p(s,2) =

0, . . . , 0︸ ︷︷ ︸
s−1

, ps, . . . , ps︸ ︷︷ ︸
n−s

,

n∑
k=1

pk − (n− s)ps

 , s ∈ {1, . . . , n},

p(s,3) =

0, . . . , 0︸ ︷︷ ︸
s−1

, ps, . . . , pn−1,

n∑
k=1

pk −
n−1∑
k=s

pk

 , s ∈ {1, . . . , n− 1},

p(n,3) =

0, . . . , 0︸ ︷︷ ︸
n−1

,

n∑
k=1

pk

 . (20)
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It is easy to see that

p(n,2) = p(n,3),p(n−1,2) = p(n−1,3) and p(n−1,1) = p(1,3) = p. (21)

Further relations between vectors are described in the next lemma.

Lemma 5. The following relations hold:

p(s,1) ≺ p(s−1,1), 1 ≤ s ≤ n− 1. (22)

p(s,3) ≺ p(s−1,3), 2 ≤ s ≤ n. (23)

p(s,2) ≺ p(s,3), 1 ≤ s ≤ n. (24)

Proof. For proving (22) it is enough to check that the relation

ps + k

n∑
i=s+1

pi
n− s

≤ (k + 1)

n∑
i=s

pi
n− s+ 1

(25)

holds for any 0 ≤ k ≤ n − s. However, (25) can be reduced to the obvious
inequality:

(n− s− k)

(
n∑

i=s+1

pi − (n− s)ps

)
≥ 0. (26)

Relations (23) and (24) trivially hold.

The set of possible lower and upper bounds is obtained in the next theorem.

Theorem 2. Lower bounds for the ccdf (2) are given by

L(s,1)(t) = P{Wn,c(p
(s,1)) > t}, for s ∈ {0, . . . , n− 2}. (27)

For s ∈ {1, . . . , n}, the upper bounds for the ccdf (2) are given by

U (s,2)(t) = P{Wn,c(p
(s,2)) > t} and U (s,3)(t) = P{Wn,c(p

(s,3)) > t}. (28)

Proof. All the bounds follow from Lemma 2, Lemma 3, and Lemma 5.

The exact expressions for all the bounds obtained in Theorem 2 are dis-
played in Table 1.

Remark 2. From Lemma 3 and Lemma 5 we have the following relationship
between the bounds proposed in Theorem 2:

L(0,1)(t) ≤ · · · ≤ L(n−1,1)(t) ≤ P{Wn,c(p) > t} ≤ U (2,3)(t) ≤ · · · ≤ U (n,3)(t),

and P{Wn,c(p) > t} ≤ U (s,3)(t) ≤ U (s,2)(t), s ∈ {2, . . . , n}. Obviously, the
bounds of the type U (s,2) are computationally simpler than the bounds U (s,3).
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b
o
u
n

d
ex

a
ct

fo
rm

u
la

L
(s

,1
)
(t

)

c
−
1 ∑ i=
0

( t i) p
J
i
c
−
i−

1 ∑ k
=
0

(−
1
)c
−
i−

k
−
1
( n−

k
−

1

n
−

c
+

i

)min
{k

,s
}

∑ j
=
0

∑
K
⊂
{1

,.
..
,s
},

|K
|=

j

( n−
s

k
−

j

)  P K
+

p
N

+
k
−

j

n
−

s

n ∑
l=

s
+
1

p
l t−

i

U
(s

,2
)
(t

)

c
−
2 ∑ i=
0

( t i) p
J
i
c
−
i−

2 ∑ k
=
0

(−
1
)c
−
i−

k
( n−

k
−

2

n
−

c
+

i

)k ∑ j
=
0

( n−
s

j

)( s
−

1

k
−

j) (1
−

p
J
−

(n
−

s
−

j)
p
s
)t
−
i

+

c
−
1 ∑ i=
0

( t i) p
J
i
c
−
i−

1 ∑ k
=
0

(−
1
)c
−
i−

k
−
1
( n−

k
−

1

n
−

c
+

i

)k ∑ j
=
0

( n−
s

j

)( s
−

1

k
−

j) (j
p
s

+
p
N

)t
−
i

U
(s

,3
)
(t

)

c
−
2 ∑ i=
0

( t i) p
J
i
c
−
i−

2 ∑ k
=
0

(−
1
)c
−
i−

k
( n−

k
−

2

n
−

c
+

i

)min
{k

,n
−
s
}

∑ j
=
0

∑
K
⊂
{s

,.
..
,n
−
1
},

|K
|=

j

( s−
1

k
−

j)( P
K

+
1
−

p
J
−

n
−
1 ∑ l=
s

p
l) t−

i

+

c
−
1 ∑ i=
0

( t i) p
J
i
c
−
i−

1 ∑ k
=
0

(−
1
)c
−
i−

k
−
1
( n−

k
−

1

n
−

c
+

i

)min
{k

,n
−
s
}

∑ j
=
0

∑
K
⊂
{s

,.
..
,n
−
1
},

|K
|=

j

( s−
1

k
−

j) (P
K

+
p
N

)t
−
i

T
ab

le
1:

E
x
ac

t
ex

p
re

ss
io

n
s

fo
r

th
e

b
o
u
n

d
s
L
(s
,1
)
(t

),
U

(s
,2
)
(t

)
a
n

d
U

(s
,3
)
(t

)
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bound exact formula

L(0,1)(t)

c−1∑
i=0

(t
i

)
pJ

i
c−i−1∑
k=0

(−1)c−i−k−1
(n− k − 1

n− c + i

)(n
k

)
(kpave + pN )t−i

U(n−1,3)(t)

c−3∑
i=0

(t
i

)
pJ

i(1− pJ )t−i +
( t

c− 1

)
pc−1
J pt−c+1

N

+
( t

c− 2

)
pc−2
J

(
(pn−1 + pN )t−c+2 + (1− pJ − pn−1)t−c+2 − pt−c+2

N

)
U(n,3)(t)

c−2∑
i=0

(t
i

)
pJ

i(1− pJ )t−i +
( t

c− 1

)
pc−1
J pt−c+1

N

U(1,2)(t)

c−2∑
i=0

(t
i

)
pJ

i
c−i−2∑
k=0

(−1)c−i−k
(n− k − 2

n− c + i

)(n− 1

k

)
(1− pJ − (n− 1− k)p1)t−i

+

c−1∑
i=0

(t
i

)
pJ

i
c−i−1∑
k=0

(−1)c−i−k−1
(n− k − 1

n− c + i

)(n− 1

k

)
(kp1 + pN )t−i

Table 2: Exact expressions for the bounds L(0,1)(t), U (n−1,3)(t), U (n,3)(t) and
U (1,2)(t)

Simpler formulas for particular cases of lower and upper bounds, obtained
with some combinatorics, are displayed in Table 2.

Proposition 1. The first and second moments of Wn,c, given in Theorem 1,
are Schur-concave functions of the sampling probability.

Proof. The statements follow from Lemma 3 and similar considerations as in
the proof of Corollary 2 in [6].

Remark 3. From Proposition 1 follows that it is possible to construct up-
per and lower bounds for E(Wn,c(p)) and V ar(Wn,c(p)) by combining upper
and lower bounds for the ccdf of Wn,c, proposed in Theorem 2. We can also
conclude (using the same argument as in [6], Corollary 1), that the ccdf of
Wn,c(p) is minimized for p = p(0,1), and the same holds for E(Wn,c(p)) and
E(W 2

n,c(p)).

Using the representation (5) and the relation:

P{Yt = 0, Zt ≤ c− 1} ≤ P{Yt + Zt ≤ c− 1} ≤ P{Zt ≤ c− 1}, (29)

we obtain another pair of simple, trivial lower (L∗) and upper (U∗) bounds
for the ccdf (2):

L∗(t) =

c−1∑
i=0

(
t

i

)
piJp

t−i
N , and U∗(t) =

c−1∑
i=0

(
t

i

)
piJ(1− pJ)t−i. (30)
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The bounds L∗ and U∗ are less sharp than any other bounds proposed in this
work, which is clear from the following considerations.
For the bound U∗ we have:

U∗(t) ≥ U (n,3)(t) = U (n,2)(t). (31)

For the bound L∗, using the well known inequality

c−1∑
k=0

(−1)c−1−k
(
n− k − 1

n− c

)(
n

k

)
= 1, (32)

we obtain:

L∗(t) =

c−1∑
i=0

(
t

i

)
piJ

c−i−1∑
k=0

(−1)c−i−1−k
(
n− k − 1

n− c+ i

)(
n

k

)
pt−iN . (33)

Using Lemma 4 we obtain

L∗(t) ≤ L(0,1)(t). (34)

Conclusion follows from Remark 2.

4 Numerical results

In this section we provide numerical comparison of the efficiency of the sets
of bounds proposed in Section 3. We consider the following combinations of
additional parameters: (pN , pJ) ∈ {(1/22, 1/22), (1/3, 1/4), (1/3, 0)}, (n, c) ∈
{(20, 10), (20, 20)}, and check the behavior of the proposed bounds on the
following distributions:

q(1) = (q, q(1− q), q(1− q)2, . . . q(1− q)19), q = 1− (pJ + pN )
1
20 ,

and

q(4) = (q, . . . , q︸ ︷︷ ︸
4

, q(1− q), . . . , q(1− q)︸ ︷︷ ︸
4

, . . . , q(1− q)4, . . . , q(1− q)4︸ ︷︷ ︸
4

),

where

q = 1−
(

1− 1− pJ − pN
4

) 1
5

.

We include results for the bounds L(0,1)(t), L(1,1)(t), L(2,1)(t), U (19,3)(t),
U (20,3)(t), U (1,2)(t), U (10,2)(t), which are chosen for their relative computa-
tional simplicity. For comparison, we also include the bounds L(10,1)(t) and
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U (10,3)(t) that are not so computationally simple, but are tight. Results are
presented in Tables 4 - 9.

Conclusions are the following:
1. In most cases, the bounds for the ccdf of W20,20 are more tight than the
same type of bounds for the ccdf of W20,10, and the bounds seems to be the
most tight for (pN , pJ) = (1/3, 1/4). This is not surprising, because of the
following relation:

U∗(t) ≤ (1− pJ)t−c+1

pNt
L∗(t). (35)

Therefore, the accuracy of the proposed bounds strongly depends both on the
probabilities pJ and pN , and the size of the portion of the collection sampled.
2. In most cases considered, the combination of bounds L(2,1)(t), and U (1,2)(t)
seems to be the most appropriate, taking into consideration both tightness and
computational effort. We indicated these cases by bold font.
3. The only case where none of the proposed bounds seems to work so well
is the case (n, c) = (20, 10), (pN , pJ) = (1/22, 1/22) in Table 4. This can be
explained by (35), as well.
4. In most cases considered, the bound L(10,1)(t) is relatively close to the
true ccdf of Wn,c, which confirms the trade - off between the accuracy of the
bounds and computational effort.

Finally, for their overall performance, we can recommend the pair of bounds
L(2,1)(t), and U (1,2)(t).

Remark 4. When we reduce the problem to the CCP with unequal probabilities
(by setting probabilities of additional coupons to zero), we can compare the
bounds we propose to those considered in [8]. The lower bound obtained in [8]

using majorization (which we denote as L
(S)
1 ) coincides with the bound L(0,1)

considered in this paper, and the corresponding upper bound in [8] (which we

denote as U
(S)
1 ), is, in our experience, less tight than any upper bound we

considered.
For illustration, we compare in Table 3 the pair of bounds L(2,1), and U (1,2),

recommended in this paper, with the bounds L
(S)
1 and U

(S)
1 . We also include

the upper and lower bounds obtained by direct probabilistic arguments in [8]

(which we denote as U
(S)
2 and L

(S)
2 , respectively), which are specific to the

variant of the problem considered. The results for the bounds L
(S)
1 , U

(S)
1 , L

(S)
2

and U
(S)
2 are taken from Table 1, p. 161 in [8]. We can observe that the pair of

bounds (L(2,1)(t), U (1,2)(t)) is tighter than the pair of bounds (L
(S)
1 (t), U

(S)
1 (t))

in most of the cases considered, but less tight than the pair (L
(S)
2 (t), U

(S)
2 (t)).
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t P{W20,20>t} L
(S)
1 (t) L(2,1)(t) L

(S)
2 (t) U

(S)
1 (t) U(1,2)(t) U

(S)
2 (t)

50 9.9915e-01 9.9859e-01 9.9877e-01 -6.8488 9.9999e-01 9.9998e-01 5.1241
100 7.9769e-01 7.2222e-01 7.4740e-01 5.3002e-01 9.7367e-01 9.6798e-01 1.4451
200 1.3314e-01 6.7771e-02 9.2527e-02 1.3290e-01 3.9348e-01 3.7786e-01 1.4095e-01
500 2.6724e-04 1.4339e-05 1.6181e-04 2.6724e-04 1.8377e-03 1.7459e-03 2.6726e-04
1000 1.5259e-08 1.0281e-11 1.2326e-08 1.5259e-08 1.6911e-07 1.6065e-07 1.5259e-08

Table 3: Comparison of the bounds L(2,1) and U (1,2) with those obtained in
[8], Table 1, p. 161 (the same sampling distribution)

5 Conclusions

We have presented introductory results related to the extension of the CCP
with unequal probabilities, dealing with the situation when there are addi-
tional coupons in the coupon set: null coupon that slows down the collection
process, and universal coupon that speeds it up. We derived a class of bounds
for the ccdf of the waiting time until the end of the experiment, by refining
the bounds proposed in [8]. The quality of the proposed bounds is tested
in numerical experiments, and we indicate the specific bounds from the class
with the most desirable properties. The bounds we derive may be as well ap-
plied to functions of sampling probability that require approximation in other
contexts.
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